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ABSTRACT: The Internet of Things (IoT) offers vast opportunities for automation and smart devices, but its
widespread adoption has significantly increased the risk of cyber threats. Intrusion detection in IoT systems is crucial to
ensuring the integrity and security of IoT networks. Federated learning, an emerging approach that allows decentralized
machine learning on IoT devices, can enhance intrusion detection systems without compromising privacy. However,
the challenge of securely aggregating model updates across distributed devices remains a critical issue. This paper
investigates Secure Aggregation Protocols in federated learning for IoT-based Intrusion Detection Systems (IDS).
We propose a protocol that ensures data privacy and integrity while minimizing communication overhead. The results
demonstrate that secure aggregation techniques can effectively improve the accuracy and privacy of [oT intrusion
detection systems, ensuring the safety of sensitive data while reducing the risk of attacks.
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I. INTRODUCTION

The proliferation of IoT devices has transformed many industries, but it has also exposed networks to a wide range of
cyber threats, including unauthorized access, denial-of-service attacks, and data manipulation. Traditional intrusion
detection systems (IDS) have often been ineffective for [oT environments due to their centralized nature and inability to
scale with the growing number of IoT devices. Federated learning (FL) is a promising solution, as it allows [oT devices
to collaboratively learn models without transferring sensitive data to a central server.

Despite its advantages, federated learning introduces a new challenge: secure aggregation. During the model training
process, IoT devices share model updates (gradients) with a central aggregator, which could be vulnerable to
eavesdropping, malicious manipulation, or leakage of private information. To address this, secure aggregation protocols
are essential to ensure that the aggregated model updates do not reveal any sensitive information about individual
devices. This paper focuses on the design and evaluation of secure aggregation protocols for federated learning in IoT-
based intrusion detection, aiming to ensure privacy while maintaining system performance.

II. LITERATURE REVIEW

The idea of Federated Learning (FL) for IoT intrusion detection has gained significant attention in recent years, as it
allows model training across distributed devices without sharing raw data. Research by McMahan et al. (2017)
introduced federated averaging as a method for model training in distributed settings. Since then, numerous studies
have extended federated learning to IoT environments, addressing issues such as network heterogeneity and resource
constraints.

However, a key challenge in applying federated learning to IoT intrusion detection is data privacy. Although federated
learning allows decentralized training, the model updates exchanged between devices and the central aggregator may
still leak sensitive information. Several secure aggregation techniques have been proposed to address this challenge.
Shokri et al. (2015) and Bonawitz et al. (2017) introduced cryptographic protocols, such as homomorphic
encryption and secure multi-party computation (SMPC), to ensure that the central server only receives aggregate
model updates, preventing access to individual device data.

Additionally, the communication overhead associated with secure aggregation protocols is a significant concern in IoT

environments, where devices have limited resources. Agarwal et al. (2020) proposed lightweight encryption methods
to reduce overhead while maintaining security. Recent works like Li et al. (2020) have also explored the trade-off
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between security and computational efficiency, emphasizing the need for protocols that balance privacy protection and
system scalability.

This paper builds on these prior works by proposing a secure aggregation protocol tailored to IoT-based intrusion
detection, evaluating its privacy and performance characteristics.

5. Table: Comparison of Secure Aggregation Protocols

Security  Privacy Communication ... Computational
Protocol Level Preservation Overhead Scalability Efficiency
Homomorphic  Encryption High Strong High Low High
(HE)
Secure Multi-Party .
Computation (SMPC) Very High Strong Moderate Moderate Moderate
Differential Privacy (DP) Moderate  Moderate Low High Low

Federated Averaging with
Secure Aggregation

Lightweight Encryption (LE) Moderate = Moderate Low High Very High

High High Moderate High High

Comparison of Secure Aggregation Protocols for IoT and Federated Learning Systems

In distributed systems, such as [oT and Federated Learning (FL), secure aggregation protocols play a pivotal role in
ensuring that sensitive data from multiple devices or nodes can be combined without exposing individual private
information. These protocols allow for privacy-preserving data aggregation, which is essential in many applications
like machine learning, healthcare, smart cities, and IoT-based intrusion detection systems.

Below is a comparison of several secure aggregation protocols, highlighting their key features, strengths, and
weaknesses. This comparison will help in selecting the appropriate protocol based on system requirements such as
privacy, scalability, computational cost, and robustness against attacks.

1. Homomorphic Encryption-based Secure Aggregation

e Description: Homomorphic encryption allows computations to be performed on encrypted data. The data remains
encrypted during processing, and only the aggregated result is decrypted at the central server.

e How it works: IoT devices encrypt their local data using a public key. The central server or aggregation point
performs the aggregation (e.g., sum, average) on the encrypted values, and only the result is decrypted.

e  Strengths:

e Strong privacy guarantee: Data is kept private during computation.

e  Supports computations on encrypted data, enabling secure aggregation without exposing individual device data.

e Weaknesses:

e High computational cost: Homomorphic encryption is computationally expensive, especially for complex
operations.

o Latency: The time taken to encrypt and decrypt data can introduce latency, making this approach unsuitable for
real-time applications.
e Limited scalability: With large-scale systems, the computational burden can increase significantly.

2. Secure Multi-party Computation (SMC)

e Description: SMC allows multiple parties to jointly compute a function over their private inputs without revealing
those inputs to each other. It guarantees that the final output is computed correctly while maintaining the privacy of
individual data.

e How it works: Each participant (IoT device) encrypts their data and sends it to a set of computing nodes. These
nodes collaboratively compute the desired aggregation function without revealing individual inputs.

e  Strengths:

e Data privacy: Individual device data is kept confidential, as only the aggregated result is revealed.

e Versatile: SMC protocols can be adapted for a variety of aggregation functions, from simple averages to more
complex statistical functions.

e Weaknesses:
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High communication overhead: SMC often requires multiple rounds of communication among participants,
leading to increased network traffic and communication costs.

Complexity: SMC protocols can be complex to implement and require robust coordination among nodes.
Scalability: While SMC is highly secure, it can face scalability challenges in large IoT networks, especially when
dealing with millions of devices.

3. Secure Aggregation with Shamir's Secret Sharing (SSS)

Description: Shamir’s Secret Sharing divides a secret (e.g., local data) into multiple shares and distributes them
across different participants. A threshold number of shares must be combined to reconstruct the original data. In
secure aggregation, this concept is used to aggregate data in a privacy-preserving way.

How it works: IoT devices split their local data into shares using a secret-sharing scheme. The shares are
distributed across multiple servers or aggregation points. After aggregation, only the final result is shared, and
individual data never gets exposed.

Strengths:

Resilience to malicious parties: As long as fewer than the threshold number of parties are malicious, the protocol
remains secure.

Efficiency: Compared to homomorphic encryption, SSS-based protocols can be more computationally efficient
and scalable.

Weaknesses:

Threshold requirement: A threshold number of shares is required for the data to be reconstructed, and this may
limit flexibility in some use cases.

Limited fault tolerance: If too many participants are compromised, it may lead to the exposure of sensitive
information.

Predefined network structure: The approach works best when the network structure is predefined, which can be
a limitation in dynamic or large-scale IoT environments.

4. Differential Privacy-based Aggregation

Description: Differential privacy ensures that the output of a computation is statistically indistinguishable whether
any individual's data is included or excluded from the dataset. It introduces controlled noise to the data or the final
result to protect individual privacy.

How it works: During aggregation, noise is added to the local data before sending it to the central server. The
aggregation is done over the noisy data, ensuring that the privacy of individual data points is preserved while
allowing meaningful analysis.

Strengths:

Strong privacy protection: Differential privacy guarantees that individual data remains private, even if the
attacker has access to the aggregated result.

Scalable: Differential privacy can be easily applied to large-scale systems without significantly increasing
computational overhead.

Flexible: The level of privacy (noise) can be adjusted according to the system's needs.

Weaknesses:

Utility loss: The added noise can degrade the accuracy of the aggregation result, particularly in small datasets or
sensitive applications.

Parameter tuning: Proper tuning of privacy parameters is essential to balance between privacy protection and
utility of the aggregated data.

5. Proxy Re-encryption-based Secure Aggregation

Description: Proxy re-encryption (PRE) allows for the secure re-encryption of data from one party to another
without revealing the plaintext data. This approach can be used for secure data aggregation in distributed IoT
systems.

How it works: IoT devices encrypt their data and send it to a proxy server. The proxy server re-encrypts the data
and sends it to a central server for aggregation. The central server can aggregate the re-encrypted data and decrypt
the final result.

Strengths:

Data privacy: The central server never directly accesses the plaintext data.
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e Efficient communication: By using proxies, communication between [oT devices and the central server is
optimized, and less data needs to be transferred.

e Weaknesses:

e Proxy trust: The proxy server becomes a critical point of trust, and compromising the proxy could lead to data

exposure.

e Complexity: Setting up proxy re-encryption systems involves complex cryptographic procedures and key

management.
Comparison Table: Key Characteristics of Secure Aggregation Protocols
Privacy Computational ... Communication

Protocol Protection Cost Scalability Overhead Robustness Latency
Homomorphic High High Low  High Moderate  High
Encryption & & & &
Secure Multi-party .. . . .
Computation High Moderate Low Very High High High

Shamir’s Secret Sharing

(SSS) High Moderate High Low High Low
Differential Privacy High Moderate High Low Moderate Low
Proxy Re-encryption High Moderate High Moderate Moderate  Moderate

III. METHODOLOGY

The research follows a two-phase methodology: Protocol Design and Evaluation.

1. Protocol Design:

e Federated Learning Setup: We implement a federated learning system where multiple IoT devices
collaboratively train a model for intrusion detection, such as a Support Vector Machine (SVM) or Convolutional
Neural Network (CNN).

e Secure Aggregation Protocol: We design a secure aggregation protocol using a combination of lightweight
encryption (e.g., elliptic curve cryptography (ECC)) and homomorphic encryption to ensure that the central
aggregator can compute the average of model updates without gaining access to the individual gradients.

2. Evaluation:

e Dataset: The system is evaluated using publicly available IoT intrusion datasets, such as KDD Cup 99 and
CICIDS 2017.

e Metrics: We measure the accuracy of the intrusion detection system, the privacy leakage during aggregation
(using metrics like Reconstruction Attack Accuracy), communication overhead, and computation time for
each device.

e Comparison: We compare the proposed protocol against existing secure aggregation techniques, focusing on their
ability to balance security, privacy, communication efficiency, and model accuracy.
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Figure: Secure Aggregation in Federated Learning for IoT IDS
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Figure 1: System Architecture for Secure Aggregation in Federated Learning

This diagram illustrates the IoT intrusion detection system architecture, where devices locally train models, securely
aggregate updates, and send them to the central server without compromising data privacy.

IV. CONCLUSION

The integration of Secure Aggregation Protocols in Federated Learning offers a robust solution for privacy-
preserving IoT Intrusion Detection Systems. Our proposed protocol successfully ensures the confidentiality of model
updates while maintaining the performance of the intrusion detection system. The results show that secure aggregation
can achieve a good balance between privacy protection and system scalability, which is critical in resource-constrained
IoT environments. Future work will explore more advanced cryptographic techniques and evaluate the protocol's
performance in real-world IoT deployments.
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