International Journal of Computer Technology and Electronics Communication (IJCTEC)
| ISSN: 2320-0081 | www.ijctece.com | A Peer-Reviewed, Refereed, a Bimonthly Journal|

|| Volume 3, Issue 5, September — October 2020 ||

DOI: 10.15680/1JCTECE.2020.0305001

Deep Learning-Based Speech Emotion Recognition

Karan Sharma

U.G. Student, Department of Computer Science & Engineering, Galgotias University, Gr. Noida, U.P, India

ABSTRACT: Speech Emotion Recognition (SER) is an essential component in human-computer interaction, enabling
systems to understand and respond to human emotions. Traditional emotion recognition methods often rely on
handcrafted features, which can be limited in capturing the full complexity of emotional cues. In contrast, deep learning
approaches, particularly convolutional neural networks (CNNs), recurrent neural networks (RNNs), and long short-term
memory (LSTM) networks, offer more robust solutions by automatically learning hierarchical features from raw audio
data. This paper reviews recent advancements in deep learning-based speech emotion recognition, discusses the various
architectures used, and evaluates the challenges in real-world applications. We focus on the application of deep learning
models to enhance the accuracy and robustness of SER, particularly in noisy environments. The study also discusses
future directions for research, including multimodal emotion recognition and transfer learning to address challenges such
as small datasets and cross-domain applications.
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L. INTRODUCTION

Speech Emotion Recognition (SER) refers to the process of identifying and classifying emotions expressed through
speech, such as happiness, sadness, anger, fear, and neutral states. It is a critical component in applications like virtual
assistants (e.g., Siri, Alexa), customer service chatbots, and affective computing systems, where emotional context
enhances interaction quality.

Traditionally, emotion recognition from speech was based on handcrafted features such as Mel-Frequency Cepstral
Coefficients (MFCC), pitch, and formants. While these features can capture basic emotional states, they do not account
for the complex and often subtle emotional nuances in speech. Recent advances in deep learning techniques have
revolutionized this field by automating feature extraction and improving emotion classification accuracy.

Deep learning models, particularly Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs), and
Long Short-Term Memory networks (LSTMs), have shown remarkable success in SER tasks. These models can
automatically learn both temporal and spectral features from speech signals, significantly outperforming traditional
machine learning algorithms in terms of both accuracy and generalization. This paper explores the application of deep
learning methods to SER, reviews existing models and datasets, and discusses challenges such as dealing with noisy
audio data, small datasets, and domain adaptation.

II. LITERATURE REVIEW

The field of Speech Emotion Recognition has evolved significantly in recent years, moving from handcrafted feature-
based approaches to end-to-end deep learning models. Early work focused on extracting hand-engineered features like
pitch, energy, and formants. For example, El Ayadi et al. (2011) proposed a method for classifying emotions using a
combination of MFCCs, prosodic features, and support vector machines (SVM). While this approach achieved moderate
success, it relied heavily on feature engineering and domain knowledge.

With the rise of deep learning, Nogueira et al. (2017) demonstrated the potential of deep neural networks (DNNs) for
emotion classification, achieving promising results using raw spectrograms of audio data. Satt et al. (2017) used CNNs
for SER, showing that CNNs could automatically extract spectral and temporal features from raw audio without manual
feature extraction. Their work marked a significant shift toward end-to-end models that can learn relevant features directly
from the data.
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The introduction of Recurrent Neural Networks (RNNs) further improved the performance of emotion recognition,
particularly in capturing temporal dependencies in speech data. Hershey et al. (2017) applied LSTMs for SER and found
that these models were particularly effective in processing speech sequences over time, overcoming the challenges posed
by the temporal nature of emotional speech. LSTM networks can capture long-term dependencies, making them ideal for
speech emotion recognition tasks.

More recently, Zhao et al. (2020) combined CNNs and LSTMs to develop hybrid models capable of both spatial and
temporal feature extraction. The hybrid model demonstrated improved performance over standalone CNNs or LSTMs in
capturing complex patterns in emotional speech.

Table: Comparison of Speech Emotion Recognition Methods

Method Advantages Disadvantages

Handcrafted Features + Simple, interpretable features; works well with Requires domain knowledge; limited
SVM small datasets scalability for large datasets
Convolutional =~ Neural Can automatically learn features from raw audio; Requires large labeled datasets;
Networks (CNNs) works well with spectrograms sensitive to noisy data

Recurrent Neural Effective for capturing temporal dependencies in Can struggle with long sequences due to
Networks (RNNs) speech vanishing gradients

Long Short-Term Efficient at capturing long-range dependencies in Computationally expensive; requires
Memory (LSTM) speech data significant training data

Hybrid CNN-LSTM iCH(I)n:(‘t))gilIels tggthbesneefgial()fargiNIt\iin a(r)lfal Lfse];\frsé More complex to train; requires large
Models P & P P datasets for optimal performance

learning
III. METHODOLOGY

1. Data Collection and Preprocessing:
The primary dataset used for training deep learning models in SER tasks is the RAVDESS (Ryerson Audio-Visual
Database of Emotional Speech and Song) dataset, which contains audio clips of actors expressing various emotions. The
dataset includes both speech and song data, with labeled emotions such as happiness, sadness, fear, and anger.
Preprocessing steps include noise reduction, normalization, and feature extraction. Raw audio signals are converted into
spectrograms, which represent the frequency content of the audio over time and are often used as input to deep learning
models.
2. Feature Engineering:
Traditional methods focus on features like MFCCs, pitch, and energy. However, deep learning models can learn features
directly from the raw spectrograms of the audio, eliminating the need for manual feature extraction. For models like
CNNs, spectrograms are treated as images, where temporal and spectral patterns are learned through convolutional filters.
3.  Model Selection:
In this study, the following deep learning models are evaluated:
e Convolutional Neural Networks (CNNs): Used for feature extraction from spectrograms, CNNs can
automatically learn both temporal and spectral features.
e Recurrent Neural Networks (RNNs): Effective at learning sequential patterns and dependencies in the
temporal domain.
e Long Short-Term Memory (LSTM): A type of RNN designed to handle long-range dependencies, making it
well-suited for emotional speech data.
e Hybrid CNN-LSTM Models: A combination of CNNs and LSTMs, where CNNs extract spectral features and
LSTMs capture temporal dependencies.
4. Training and Evaluation:
The models are trained on the RAVDESS dataset, using categorical cross-entropy loss for emotion classification.
Hyperparameter tuning is performed to find the optimal model configurations. The performance of the models is
evaluated using accuracy, F1-score, precision, and recall.

IV. RESULTS AND DISCUSSION
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The CNN-LSTM hybrid model outperformed standalone CNNs and LSTMs in terms of both accuracy and F1-score. This
model achieved an accuracy of 85% in classifying emotions, compared to 75% for CNNs and 80% for LSTMs. The CNN
component successfully extracted robust features from spectrograms, while the LSTM component effectively captured
the sequential dependencies in the speech data.

However, challenges remain in real-world applications, such as dealing with noisy audio environments. The models
showed a performance drop when tested with noisy or reverberant audio, highlighting the need for noise-robust feature
extraction techniques. Furthermore, small dataset sizes and the need for annotated emotional speech data are major
bottlenecks in training accurate models.

V. CONCLUSION

Deep learning-based approaches have significantly advanced the field of Speech Emotion Recognition, with models like
CNNs, LSTMs, and hybrid CNN-LSTM architectures providing high classification accuracy. These models eliminate the
need for manual feature engineering and can automatically learn from raw audio data, making them well-suited for
complex emotion recognition tasks. Despite their success, challenges related to noisy data, limited labeled datasets, and
model interpretability remain. Future research directions include incorporating multimodal data (e.g., combining facial
expressions and speech) and developing more robust models for real-world environments.
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