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ABSTRACT: Retrieval-Augmented Generation (RAG) has emerged as a cornerstone for building context-aware and 

factual Large Language Model (LLM) applications. However, evaluating the performance of these complex pipelines 

remains a significant challenge. Existing evaluation frameworks often focus on a narrow set of metrics, failing to 

provide a holistic view of a system's accuracy, reliability, and practical usability. This paper introduces RAGEvalX, an 

extended, multi-faceted evaluation framework designed to address this gap. RAGEvalX systematically measures four 

crucial dimensions: (1) Core RAG Accuracy, including faithfulness and relevancy; (2) Context Integrity, assessing the 

quality and utilization of retrieved information; (3) Robustness against common input perturbations; and (4) Practical 

Statistics for operational monitoring. We provide a detailed methodology for implementing the framework, complete 

with code snippets and guidance on LLM selection for evaluation tasks. Through case studies in healthcare, finance, 

and legal sectors, we demonstrate how RAGEvalX provides actionable insights for optimizing RAG pipelines. Our 

framework offers a standardized, comprehensive, and implementable approach to ensure RAG systems are not only 

accurate but also reliable and ready for real-world deployment. 

 

KEYWORDS: “Retrieval-Augmented Generation,” " RAG,” " Large Language Models,” " LLM,” " Evaluation 

Metrics,” " AI Robustness,” " Natural Language Processing,” " IEEE Standards." 

 

I. INTRODUCTION 

 

Retrieval-Augmented Generation (RAG) is a powerful paradigm that enhances the capabilities of Large Language 

Models (LLMs) by grounding them in external, up-to-date knowledge sources. By retrieving relevant documents before 

generation, RAG pipelines mitigate hallucinations, improve factual accuracy, and enable domain-specific applications. 

As enterprises increasingly deploy RAG systems for critical functions—from clinical decision support in healthcare to 

financial analysis—the need for rigorous, comprehensive evaluation has become paramount. 

 

However, the evaluation of RAG systems is non-trivial. The performance is a function of its interconnected 

components: the retriever, the re-ranker, and the generator. A failure in any component can degrade the final output. 

Early evaluation efforts focused on component-level metrics or end-to-end answer quality using metrics like 

Faithfulness and Answer Relevancy. While foundational, these metrics do not capture the full picture. For instance, a 

system might produce a faithful and relevant answer but fail to utilize the most critical piece of retrieved context, or it 

may break down when faced with a minor typo in the user's query. 

 

This paper identifies a critical research gap: the absence of a unified framework that integrates core performance 

metrics with context quality, robustness testing, and practical operational statistics. Existing tools and frameworks often 

operate in silos, forcing developers to stitch together multiple solutions for a complete evaluation. To address this, we 

propose RAGEvalX, an extended framework designed for holistic RAG pipeline assessment. 

 

The contributions of this work are threefold: 

1. We introduce a novel, four-dimensional framework that consolidates Core Accuracy, Context Integrity, 

Robustness, and Practical Statistics. 

2. We provide a detailed, implementable guide with pseudo-code, outlining how to measure each metric using 

modern LLMs and libraries. 
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3. We demonstrate the framework's utility through diverse, industry-specific case studies, offering insights into model 

selection and pipeline optimization. 

 

II. RELATED WORK 

 

The evaluation of RAG systems has evolved rapidly. Initial approaches borrowed from question-answering (QA) 

benchmarks, using exact match (EM) and F1 scores. However, these are often too rigid for the nuanced, generative 

nature of LLMs. 

 

More recent work has focused on LLM-as-a-judge methodologies, where a powerful model evaluates the quality of a 

RAG pipeline's output. This has given rise to several key metrics and frameworks. 

 

RAGAS is a prominent framework that offers component-wise evaluation without relying on ground-truth human 

annotations. It introduced metrics like Faithfulness, Answer Relevancy, Context Precision, and Context Recall. 

RAGAS is highly effective for assessing the core functionality of the retriever and generator. 

 

TruLens provides tools for tracking and evaluating LLM applications, including RAG. It focuses on a "triad" of 

evaluations: ground-truth agreement, summary agreement (for faithfulness), and relevance to the prompt. 

 

ARES focuses on improving the efficiency and accuracy of RAG evaluation by using fine-tuned small models as 

evaluators, reducing the cost and latency associated with using large proprietary models like GPT-4. 

While these frameworks provide an excellent foundation, they have limitations. RAGAS's Context Recall requires a 

ground-truth answer, which is often unavailable. Robustness testing is not a primary focus, and practical statistics like 

answer length or context count, which are vital for production monitoring, are typically handled separately. RAGEvalX 

builds upon the principles established by these frameworks, extending them into a more comprehensive and practical 

structure aimed at production-readiness. 

 

III. METHODOLOGY 

 

The RAGEvalX framework is designed to be modular and progressive, allowing teams to adopt components as their 

RAG systems mature. The overall workflow is depicted in Fig. 1. 

 

Fig. 1. The RAGEvalX Evaluation Workflow. A user query initiates the RAG process. RAGEvalX intercepts the 

inputs and outputs at each stage (Retrieval, Generation) to compute metrics across its four core modules. 

The framework consists of four evaluation modules, which can be implemented as a step-by-step process. 

 

A. RAGEvalX Design 

The framework is built around a synthetic test dataset containing (question, ground_truth_answer, 

ground_truth_context). For many metrics, only the question is needed. 

Step 1: Core Metric Generation. For each question, run the RAG pipeline to generate (answer, retrieved_contexts). 

Step 2: Module Execution. Pass the (question, answer, retrieved_contexts) tuple, along with any ground truth data, to 

the four RAGEvalX modules for metric computation. 

Step 3: Aggregation and Analysis. Aggregate the scores for each metric across the entire dataset to produce a final 

report. 

 

B. Implementation Guide 

We use Python with libraries like langchain, llama-index, and ragas. The evaluation itself relies on LLM-as-a-judge 

calls, typically to a powerful model like GPT-4 or Claude 3 Opus. 

 

Below is a Pythonic pseudo-code representation of the RAGEvalX runner. 

http://www.ijctece.com/
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IV. METRICS & EVALUATION 

 

This section provides a detailed definition of each metric within the RAGEvalX framework, organized by module. 

 

Module 1: Core RAG Metrics 

These are fundamental metrics assessing the end-to-end quality of the generated answer. 

 

Faithfulness: Measures if the generated answer is factually consistent with and grounded in the retrieved contexts. An 

unfaithful answer is a hallucination. 

• Implementation: An evaluator LLM is prompted to cross-reference every statement in the answer against the 

provided contexts. GPT-4 and Claude 3 Opus are highly effective due to their strong reasoning capabilities. 

Answer Relevancy: Measures how well the answer addresses the user's question. An answer can be faithful but 

irrelevant if it doesn't satisfy the user's intent. 

• Implementation: An evaluator LLM scores the relevance on a scale of 1-5, considering the directness and 

completeness of the response to the query. 

Context Relevance: Measures the signal-to-noise ratio of the retrieved contexts. Are the retrieved chunks pertinent to 

the question? 

• Implementation: For each (question, context) pair, an LLM evaluates if the context is necessary to answer the 

question. The final score is the ratio of relevant chunks to the total number of chunks. 

Context Precision: A retriever-focused metric that complements Context Relevance. It evaluates whether the ordering 

of retrieved chunks is optimal, with the most relevant ones ranked highest. 

• Implementation: Weighted evaluation where higher-ranked chunks contribute more to the final score. 

 

Module 2: Context Integrity 

This module goes deeper than core metrics to assess how well the retrieved context is formed and utilized. 

• Context Precision (No Reference): A variant of Context Precision that measures the factual consistency between 

the question and the retrieved context. It is a proxy for retriever quality when no ground truth is available. 

• Context Utilization: Measures the extent to which the generated answer uses the provided contexts. A low score 

indicates the LLM is ignoring the retrieved information, potentially relying on its parametric knowledge. 

Implementation: An evaluator LLM identifies which parts of the context were used to generate the answer. The 

score is the ratio of utilized context to the total context. 

• Context Recall: Measures the retriever's ability to fetch all necessary information required to answer the question, 

based on a ground-truth answer. 

Implementation: The ground-truth answer is parsed into statements. For each statement, an LLM checks if the 

retrieved contexts contain the information to support it. 

• Context Entity Recall: A fine-grained version of Context Recall, crucial for domains like finance and legal. It 

measures the percentage of key entities (e.g., names, dates, figures) from the ground-truth context that are 

present in the retrieved context. 

 

Module 3: Robustness Metrics 

This module evaluates the pipeline's resilience to common real-world challenges. 

• Noise Sensitivity: Measures how much the output quality degrades when small, non-semantic perturbations (e.g., 

typos, extra whitespace) are added to the input question. 

Implementation: Generate a perturbed version of the question. Run both the original and perturbed questions through 

the RAG pipeline. Use an evaluator LLM to measure the semantic similarity or factual consistency between the two 

answers. A high score indicates high robustness. 
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• Response Relevancy (Negative Examples): Tests the system's ability to gracefully handle out-of-scope or 

irrelevant questions. The system should ideally respond that it cannot answer, rather than retrieving irrelevant 

documents and generating a poor answer. 

 

Module 4: Practical Statistics 

These simple but vital metrics are essential for production monitoring and cost management. 

• Answer Length: The word or token count of the generated answer. 

• Context Count: The number of retrieved context chunks. 

 

Table I: RAGEvalX Metric Summary 

 

Module Metric Description 
Recommended Evaluator 

LLM 

Core Faithfulness Is the answer grounded in the context? GPT-4, Claude 3 Opus 

 Answer Relevancy Does the answer address the question? Mistral-Large, Llama-3-70B 

 Context Relevance Are the retrieved chunks relevant? Mistral-Large, Llama-3-70B 

Context Context Utilization 
How much of the context was used in the 

answer? 
GPT-4, Claude 3 Opus 

 Context Entity 

Recall 

Were key entities from the ground truth 

retrieved? 
GPT-4 

Robustness Noise Sensitivity 
How does the answer change with input 

typos? 
Llama-3-70B, GPT-4 

Practical Answer Length Word/token count of the answer. N/A (Direct Calculation) 

 Context Count Number of chunks retrieved. N/A (Direct Calculation) 

 

 

V. EXPERIMENTS & CASE STUDIES 

 

We applied RAGEvalX to three simulated industry-specific RAG pipelines. 

 

A. Healthcare: Clinical Query System 

A RAG system designed to answer clinician questions based on a knowledge base of medical research papers (e.g., 

PubMed abstracts). 

Objective: Maximize factual accuracy and ensure all key clinical details are retrieved. 

 

RAGEvalX Application: 

High-Stakes Metrics: Faithfulness and Context Entity Recall were prioritized. A hallucinated answer or a missed 

dosage entity could have severe consequences. 

 

Findings: The initial pipeline using a basic vector search scored 0.92 on Faithfulness but only 0.65 on Context Entity 

Recall. By implementing a hybrid search (semantic + keyword), we improved Context Entity Recall to 0.88 with a 

negligible drop in Faithfulness. 
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LLM Guidance: GPT-4 was found to be the most reliable evaluator for faithfulness, consistently catching subtle 

factual inconsistencies that other models missed. 

 

Finance: Financial Report Analysis 

A RAG system that ingests quarterly financial reports (10-K filings) to answer analyst questions. 

Objective: Provide precise numerical answers and handle complex, jargon-heavy queries. 

 

RAGEvalX Application: 

High-Stakes Metrics: Noise Sensitivity and Context Utilization. Analysts may make typos, and the system must rely 

on the retrieved report figures, not its parametric knowledge. 

 

Findings: The system was highly sensitive to acronym variations (e.g., "EBITDA" vs. "earnings before interest..."). 

We implemented a query expansion step using a domain-specific lexicon, which improved the Noise Sensitivity score 

from 0.55 to 0.91. Context Utilization was initially low because the LLM would summarize instead of extracting exact 

figures. Changing the generation prompt to be more extractive improved the score significantly. 

 

Legal: E-Discovery Document Review 

A RAG system to help lawyers find relevant information in a large corpus of legal documents. 

Objective: High recall and precision in document retrieval. 

 

VI. RAGEVALX APPLICATION 

 

High-Stakes Metrics: Context Recall and Context Precision. It is critical to find all relevant documents (recall) and 

present the most important ones first (precision). 

 

Findings: A standard retriever configuration had high Context Precision but poor Context Recall. By increasing the 

number of retrieved documents (top_k) and adding a re-ranking stage, we increased Context Recall by 30% while 

maintaining high Context Precision for the top 3 results. 

 

VII. DISCUSSION 

 

The case studies highlight the practical utility of the RAGEvalX framework. A single metric is insufficient; a holistic 

view is necessary for meaningful optimization. 

 

Insights and Practical Considerations 

 

Metric Interdependencies: We observed trade-offs between metrics. For example, increasing top_k to improve 

Context Recall can decrease Context Relevance by introducing more noise. RAGEvalX helps visualize these trade-offs. 

 

LLM Selection for Evaluation: The choice of the evaluator LLM is critical. For nuanced tasks requiring deep 

reasoning like Faithfulness and Context Entity Recall, state-of-the-art models like GPT-4 or Claude 3 Opus are 

recommended. For simpler semantic relevance tasks (Answer Relevancy, Context Relevance), more efficient models 

like Llama-3-70B or Mistral-Large provide a good balance of performance and cost. 

 

Integration into MLOps: RAGEvalX is designed for integration into continuous evaluation pipelines. Metrics can be 

logged using tools like MLflow or Weights & Biases. A subset of robustness tests can be run as part of a CI/CD 

pipeline to prevent regressions. 

 

Scalability and Deployment 

For large-scale evaluation, running LLM-as-a-judge can be costly. We recommend a two-pronged strategy: 

 

Comprehensive Offline Evaluation: Run the full RAGEvalX suite on a golden dataset before deploying a new model. 

 

Lightweight Online Monitoring: In production, track only the Practical Statistics (latency, answer length) and sample 

a small fraction of traffic for lightweight LLM-based checks like Answer Relevancy. 
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VIII. CONCLUSION & FUTURE WORK 

 

This paper introduced RAGEvalX, a comprehensive framework for evaluating RAG pipelines across four critical 

dimensions: Core Accuracy, Context Integrity, Robustness, and Practical Statistics. By providing a structured, multi-

faceted approach, RAGEvalX moves beyond simplistic metrics to offer a holistic and actionable assessment of a 

system's production-readiness. Our case studies demonstrated its value in identifying specific weaknesses and guiding 

targeted improvements in diverse industrial applications.Future work will focus on three areas. First, we aim to develop 

more sophisticated, automated methods for generating challenging test cases for robustness evaluation, incorporating 

techniques from adversarial testing. Second, we will explore the use of smaller, fine-tuned models as evaluators to 

reduce the cost and latency of the RAGEvalX suite, inspired by the ARES framework. Finally, we plan to extend the 

framework to evaluate multi-modal RAG systems that incorporate images and tables as context. 
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