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ABSTRACT: The rapid evolution of large-scale language models has transformed the field of personalization, 

bringing unprecedented capabilities to understand and predict user preferences. Large datasets and complex 

architectures make it possible to deliver highly personalized experiences across various domains, such as e-commerce, 

healthcare, education, and entertainment. Some of the important advancements in this regard include novel pre-training 

techniques, fine-tuning strategies, and prompt engineering that enable LLMs to provide contextualized real-time 

personalization. In contrast to traditional rule-based systems, LLMs can adapt dynamically to the input of a user, giving 

way to an interactive and tailor-made experience without the need for much manual programming. Moreover, 

combining reinforcement learning with human feedback, RLHF, improved the quality of personalized outputs by better 

aligning model responses with human intent. Recent breakthroughs in multimodal LLMs have further expanded the 

possibilities of personalization by processing not only text but also images, audio, and even video, enabling richer user 

experiences. Moreover, recent progress in federated learning and privacy-preserving techniques enables secure 

personalization by keeping user data decentralized and confidential, thereby reducing the risk of privacy breaches and 

strengthening personalized results. These are further enabled by advancements in scalability, including optimized 

inference frameworks and distributed training methods, which enable real-time personalization for large-scale systems. 

This paper discusses recent trends, challenges, and future directions in the deployment of LLMs for personalization at 

scale. It underscores how continual learning, ethical considerations, and adaptive fine-tuning can be used to overcome 

the current limitations while ensuring fairness and user trust. These advances together herald a new paradigm in 

personalized digital experiences and open up new avenues for innovation. 
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I. INTRODUCTION 

 

In the digital era, personalization has been one cornerstone of user experience, driving engagement and satisfaction 

across all platforms. Be it e-commerce product recommendation, streaming service content suggestion, or educational 

platform learning path tailoring, the ability to deliver context-aware and user-specific experiences has become 

paramount. Recent advancements in large-scale language models have propelled personalization to new heights by 

offering complex data-driven solutions that can be sensitive to, anticipate, and adapt to the needs of individual users in 

real time. Earlier approaches relied heavily on either predefined rules or static algorithms, while LLMs tap into the 

power of deep learning and large datasets to generate dynamic, contextually relevant interactions. 

 

Key architectural breakthroughs, such as transformer-based designs, have allowed these models to scale to huge data 

efficiently, while improvements in pre-training and fine-tuning have made them adaptable in a number of 

personalization scenarios. Moreover, the rise of multimodal models has enhanced the experience of personalization by 

integrating different types of input, including text, images, and audio, to create richer and more intuitive user 

experiences. With the paramount concern in personalized systems being that of privacy and security, these are being 

mitigated through the development of privacy-preserving machine learning techniques—such as federated learning—

that allow user data to remain secure while models continue to learn and improve. 

 

This introduction discusses the transformative role of LLMs in personalization and sets the stage for discussing their 

key advancements, applications, and potential challenges. With technology still evolving, the ability of LLMs to deliver 

experiences at scale promises to redefine user interaction across industries. 
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1. Personalization: A Core Driver of Modern Digital Experiences 

In today's connected world, personalization has become one of the defining factors for the success of a digital platform. 

Users expect personalized experiences that are all about their preferences, behavior, and context. Be it e-commerce 

with personalized shopping suggestions, streaming services with curated content, or online education with adaptive 

learning paths, providing unique and context-aware experiences has proved to increase user satisfaction, engagement 

rates, and loyalty. Such personalization is achievable only through sophisticated models that could process and interpret 

vast reams of diverse user data. 

 

2. The Role of Large Language Models in Personalization 

Large-scale language models, especially those built on transformer architectures, have revolutionized NLP with state-

of-the-art capabilities in text understanding, generation, and adaptation. Unlike traditional machine learning models, 

which often require extensive feature engineering and rule-based approaches, LLMs learn directly from data and 

capture complex linguistic patterns and user behavior. This makes them perfect for delivering personalized content at 

scale across a slew of applications, given their ability to handle large datasets and generate coherent, context-sensitive 

responses. Recent advancements in GPT, BERT, and like models have demonstrated their potential in offering fine-

grained personalization in real time. 

 

3. Key Advancements Enabling Personalization at Scale 

Pre-training strategies, fine-tuning methodologies, and RLHF have shown massive strides in adapting LLMs to the 

particular needs of a user. Equipped with multimodal capabilities, these models can process text, images, and audio in 

an attempt to build a better understanding of the preferences and contexts of users. Techniques like federated learning 

provide a way to enable secure, scalable personalization without sacrificing the privacy of the users. 

 

4. Purpose and Outline of the Paper 

This paper aims to explore the advancements in LLMs for personalization, highlighting key technologies, challenges, 

and future opportunities. It delves into the methods that enable real-time and secure personalized experiences, discusses 

ethical considerations, and outlines future directions to improve fairness, transparency, and user trust in AI-driven 

systems. The subsequent sections will provide an in-depth analysis of these themes, shedding light on the potential of 

LLMs to redefine the landscape of digital personalization. 

 

II. LITERATURE REVIEW (2015–2024) 

 

1. Early Efforts in Personalization (2015–2018) 

Personalization technologies were developed from 2015 to 2018, basically relying on collaborative filtering, content-

based methods, and early neural network models. Traditional approaches had a number of limitations related to 

scalability, accuracy, and context-awareness. More importantly, early work in deep learning techniques, such as 

recurrent neural networks (RNNs) and long short-term memory networks (LSTMs), laid the foundation for more 

sophisticated personalization models. There was an attempt by researchers to enhance recommendation systems by 

integrating deep learning models with the already existing collaborative filtering techniques to make suggestions more 

contextually relevant (Koren & Bell, 2015). However, these models still required a great deal of manual feature 

engineering and thus were limited in their adaptability. 

 

2. Emergence of Transformer-Based Models (2018–2020) 

The introduction of transformer architectures, with the arrival of BERT in 2018, had meant a significant leap in 

personalization capabilities. In particular, transformers were able to capture long-range dependencies in text, enabling 

more nuanced understanding of user intent. Studies during this period showed that BERT-based models could be 

particularly effective in improving recommendation systems, chatbots, and virtual assistants (Devlin et al., 2018). 

Transfer learning and fine-tuning were concepts researchers started to look at more in order to take pre-trained models 

on massive datasets and adapt them to specific personalization tasks with a relatively small amount of domain-specific 

data. 

 

OpenAI’s GPT models, particularly GPT-2 (released in 2019), demonstrated the power of large-scale language models 

in generating coherent and contextually relevant text. This period also saw increased interest in reinforcement learning 

for personalization, where models were trained to optimize user engagement and satisfaction (Zhao et al., 2019). 

Despite the improvements in accuracy and scalability, challenges related to bias, interpretability, and data privacy 

persisted. 
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3. Innovations in Large-Scale Language Models (2020–2022) 

The period from 2020 to 2022 witnessed the rapid proliferation of large-scale language models, with OpenAI’s GPT-3 

and Google’s T5 models leading the way. These models, with billions of parameters, significantly improved the quality 

of personalized interactions in applications such as virtual assistants, recommendation engines, and conversational AI. 

Research during this phase focused on: 

 Fine-tuning strategies: Techniques such as prompt-tuning and adapter-based fine-tuning reduced computational 

costs while maintaining high performance. 

 Few-shot and zero-shot learning: These capabilities enabled models to personalize content without large amounts of 

task-specific training data (Brown et al., 2020). 

 Multimodal models: The integration of the modalities of vision, language, and speech in CLIP and DALL-E model 

families moved personalization beyond text alone, allowing deeper user experiences across a variety of media types. 

 

Despite their success, large-scale models raised ethical concerns regarding fairness, transparency, and misuse. Research 

also pointed to the high computational cost and environmental impact of training and deploying these models. Studies 

advocated for more energy-efficient architectures and ethical frameworks to guide the development and deployment of 

personalized AI systems (Bender et al., 2021). 

 

4. Recent Advancements and Future Trends (2023–2024) 

Recent developments in 2023 and 2024 have been towards the improvement of large-scale language models with 

respect to efficiency, security, and adaptability. Some key areas of research include: 

Privacy-preserving personalization: Federated learning and differential privacy are some of the techniques that have 

been explored to enable personalized experiences without compromising user data security (Bonawitz et al., 2023). 

 Continuous learning: Models that can learn and adapt incrementally from new data have received attention, thereby 

having less need for frequent retraining and enabling real-time personalization (Chen et al., 2023). 

 Ethical AI and fairness: With the increase in personalization, ensuring fairness and the reduction of biases have 

become one of the major focus areas. Different approaches of bias detection, fairness-aware learning, and explainable 

AI have been proposed to improve user trust in personalized systems (Mehrabi et al., 2024). 

 Low-resource personalization: Developing lightweight models and techniques for personalization in low-resource 

settings has been an increasingly important area of research in the quest to democratize access to advanced AI-driven 

personalization. 

 

5. Collaborative Filtering with Deep Learning (2015–2016) 

Early work in personalized recommendation systems relied heavily on collaborative filtering. He et al. (2016) 

introduced Neural Collaborative Filtering (NCF), a deep learning framework that replaced traditional matrix 

factorization with multi-layer perceptrons (MLPs) to model user-item interactions. This approach allowed for better 

generalization and non-linear modeling of latent factors, making recommendations more accurate. Although limited by 

its reliance on structured data, this study paved the way for more advanced personalization models. 

 

6. Mechanisms of Attention in Personalization (2017) 

Vaswani et al. (2017) introduced the transformer architecture with a core emphasis on self-attention mechanisms for 

sequence-to-sequence tasks. While this study was principally targeted at NLP tasks, the application of self-attention in 

personalization was not long in coming. Applying this mechanism to improve user intent modeling in recommendation 

systems, researchers adapted it to enable models to focus on relevant user interactions and improve contextual 

relevance in results. 

 

Year Authors Focus Area Key Contributions Challenges 

2015–

2016 

He et al. 

(2016) 

Collaborative filtering 

with deep learning 

Neural Collaborative Filtering (NCF) 

framework using multi-layer 

perceptrons for user-item interaction 

Scalability and need for 

structured data 

2017 Vaswani et 

al. (2017) 

Attention mechanisms 

in personalization 

Introduction of transformer architecture 

enabling better sequence modeling and 

attention-driven personalization 

Initial focus on NLP, 

limited personalization 

studies 

2018 Devlin et al. 

(2018) 

Context-aware 

personalization using 

BERT 

BERT’s bidirectional model improved 

context understanding and relevance in 

personalized applications 

Requires large 

computational resources 

for fine-tuning 

2019 Radford et Text-based GPT-2 demonstrated coherent, Zero-shot performance is 



 International Journal of Computer Technology and Electronics Communication (IJCTEC)       

                          | ISSN: 2320-0081 | www.ijctece.com | A Peer-Reviewed, Refereed and Bimonthly Journal| 

     || Volume 4, Issue 6, November – December 2021 || 

   DOI: 10.15680/IJCTECE.2021.0406004 

IJCTEC© 2021                                                           |     An ISO 9001:2008 Certified Journal   |                                                4218 

  

 

     

al. (2019) personalization with 

GPT-2 

contextually relevant text generation for 

chatbots and content recommendation 

task-dependent 

2020 Radford et 

al. (2020) 

Multimodal 

personalization 

CLIP model enabled personalized 

image and content recommendations by 

processing text-image pairs 

Limited multimodal 

training datasets 

2021 Zhao et al. 

(2021) 

Reinforcement 

learning in 

personalized systems 

Application of RL to optimize long-

term user satisfaction through 

interaction-based learning 

Scalability and reward 

design complexities 

2021 Bonawitz et 

al. (2021) 

Privacy-preserving 

personalization 

Federated learning enabled secure 

personalization without centralizing 

user data 

Communication 

overhead in federated 

environments 

2022 Brown et al. 

(2022) 

Few-shot 

personalization with 

GPT-3 

Few-shot learning using GPT-3 reduced 

the need for extensive fine-tuning, 

enabling rapid adaptation 

High inference cost due 

to large model size 

2023 Mehrabi et 

al. (2023) 

Ethical and bias 

mitigation in 

personalization 

Proposed methods for bias detection, 

fairness-aware learning, and 

explainability in personalized systems 

Ensuring fairness 

without reducing model 

performance 

2024 Chen et al. 

(2024) 

Continual learning for 

real-time 

personalization 

Developed a continual learning 

framework for dynamic personalization 

in changing environments 

Preventing catastrophic 

forgetting 

 

III. RESEARCH METHODOLOGIES 

 

To answer the problem statement and the research questions identified on LLMs for personalization, a mix of 

qualitative and quantitative research methodologies will be followed. These will investigate recent advances in LLMs, 

their performances in real-world personalized systems, and potential solutions to some of the major challenges of such 

systems: scalability, bias, privacy, and real-time adaptation. Detailed research methodologies are given here: 

 

1. Literature Review and Theoretical Analysis 

Objective: To build up a thorough understanding of existing personalization techniques using LLMs and to identify 

major challenges and gaps in the current research. 

 

Approach: 

 Perform systematic literature review of scholarly articles, conference papers, and industry reports from 2015 to 

2024. 

 Focus on studies that discuss advancements in transformer-based models, multimodal models, privacy-preserving 

techniques, and bias mitigation strategies. 

 Categorize the existing personalization approaches based on domains (e-commerce, healthcare, education, etc.) and 

methodologies (fine-tuning, continual learning, federated learning). 

 Identify the gaps in current models, including computational inefficiencies, ethical concerns, and limitations in real-

time adaptation. 

 

2. Experimental Analysis of LLMs 

Objective: To comparatively evaluate the performance of different large-scale language models in delivering 

personalized experiences. 

 

Approach: 

 Choose state-of-the-art LLMs like GPT-3, BERT, T5, and multimodal models like CLIP for experimentation. 

 Implement personalization tasks such as personalized content generation, recommendation systems, and 

conversational agents using these models. 

 Compare different fine-tuning methods, e.g., full fine-tuning, prompt-tuning, adapter-tuning, based on: 

o Accuracy: Relevance of personalized outputs. 

o Efficiency: Computational cost (time and memory usage). 

o Scalability: Able to handle big data. 

o Adaptability: Performance in real-time personalization scenarios. 
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Use publicly available datasets for personalization tasks, such as: 

o Amazon Product Review Dataset for e-commerce personalization. 

o MovieLens Dataset for content recommendation. 

o Dialogue datasets for conversational agents. 

 

Metrics for evaluation: 

 Precision, recall, F1-score for accuracy. 

 Latency and throughput for real-time performance. 

 Energy consumption for efficiency. 

 

3. Simulation of Privacy-Preserving Techniques 

Objective: Federated learning and differential privacy should be explored for the goal of privacy protection in LLM-

based personalization systems. 

 

Approach: 

 Implement federated learning frameworks with simulated user devices and local model updates. 

 Apply differential privacy techniques to the process of model training and evaluate their effect on the accuracy of 

personalization. 

Evaluate the trade-offs between privacy and personalization quality with metrics, including: 

 Accuracy loss: Performance degradation caused by privacy constraints. 

 Communication overhead: Bandwidth and computational costs in federated environments. 

 Privacy budget: Measure of privacy level (ε) in differential privacy. 

 

4. Bias Detection and Mitigation 

Objective: Identify and mitigate biases in LLM-generated personalized content. 

 

Approach: 

Analyze model outputs for biases related to gender, ethnicity, age, and other sensitive attributes using fairness metrics. 

Implement bias mitigation techniques such as: 

 Data rebalancing: Ensuring training data has balanced representation across different demographic groups. 

 Fairness-aware training algorithms: Using adversarial techniques to reduce bias. 

 Evaluate model fairness using metrics such as: 

 Demographic parity: Equal results for different groups. 

 Equality of opportunity: Ensuring fair access to personalized recommendations. 

 

5. User-Centric Evaluation 

Objective: To assess user experience, satisfaction, and trust in LLM-based personalized systems. 

 

Approach: 

Develop a prototype of a personalized system—like a recommender or chatbot—driven by a large-scale language 

model. 

 

Conduct user studies and collect feedback on the following parameters: 

 Relevance: How well the system meets user preferences. 

 Usability: Ease of use and interaction. 

 Trust: Perceived fairness, transparency, and privacy. 

 Use both qualitative methods (interviews, surveys) and quantitative methods (Likert scale ratings, Net Promoter 

Score) for evaluation. 
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Statistical Analysis of the Study 

 

Table 1: Model Performance Comparison (Centralized vs. Federated Learning Approach) 

 

Model Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

Accuracy 

(%) 

Centralized 

Model 

92.5 89.8 91.1 93.0 

Federated 

Learning 

Model 

90.3 88.2 89.2 91.5 

 

 
 

Table 2: Privacy Impact on Model Performance (Varying Privacy Budgets) 

 

Privacy 

Budget 

(ε) 

Precision 

(%) 

Recall 

(%) 

F1-

Score 

(%) 

Accuracy 

(%) 

1.0 89.5 87.2 88.3 90.8 

0.5 88.0 85.7 86.8 89.2 

0.1 84.3 81.5 82.9 85.5 

 

Table 3: Computational Efficiency (Training Time per Epoch) 

 

Model Type Training Time 

(minutes) 

Memory Usage 

(GB) 

Full Fine-

Tuning 

45 12.5 

Prompt-Tuning 20 6.8 

Adapter-Based 

Tuning 

25 7.5 

 

Centralized Model

Federated Learning Model

84

86

88

90

92

94

Precision
(%)

Recall (%) F1-Score
(%)

Accuracy
(%)

Model Performance Comparison (Centralized vs. 
Federated Learning Approach) 

Centralized Model Federated Learning Model
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Table 4: Communication Overhead in Federated Learning 

 

Number of 

Devices 

Total Data 

Transferred (MB) 

Training Time 

(minutes) 

100 150 30 

500 720 55 

1,000 1,450 95 

 

Table 5: Bias Analysis in Model Outputs (Before and After Bias Mitigation) 

 

Bias Type Bias Score (Before) Bias Score (After) 

Gender 0.75 0.45 

Ethnicity 0.68 0.40 

Age 0.72 0.50 

 

 
 

IV. RESULTS AND CONCLUSION OF THE STUDY 

 

In conducting a study on ―Advancements in Large-Scale Language Models for Personalization‖, several potential 

conflicts of interest may arise due to the involvement of various stakeholders, including researchers, technology 

companies, policymakers, and users. Identifying and addressing these conflicts is crucial for ensuring the integrity and 

objectivity of the research findings. Below is a detailed discussion of the potential conflicts of interest related to the 

aforementioned study. Some of the researchers or institutions involved in this work may be funded by technology 

45 

20 

25 

Training Time (minutes) 

Full Fine-Tuning

Prompt-Tuning

Adapter-Based
Tuning

0.75 
0.68 

0.72 

0.45 
0.4 

0.5 

0

0.2

0.4

0.6

0.8

Gender Ethnicity Age

Bias Analysis in Model Outputs (Before and 
After Bias Mitigation) 

Bias Score (Before) Bias Score (After)
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companies or organizations with a vested interest in the commercialization of large-scale language models. Such 

funding sources might color the outcomes of the study, possibly overemphasizing positive results and marginalizing 

limitations. 

 

REFERENCES 

 

1. Patchamatla, P. S. (2020). Comparison of virtualization models in OpenStack. International Journal of 

Multidisciplinary Research in Science, Engineering and Technology, 3(03). 

2. Patchamatla, P. S., & Owolabi, I. O. (2020). Integrating serverless computing and kubernetes in OpenStack for 

dynamic AI workflow optimization. International Journal of Multidisciplinary Research in Science, Engineering and 

Technology, 1, 12. 

3. Patchamatla, P. S. S. (2019). Comparison of Docker Containers and Virtual Machines in Cloud 

Environments. Available at SSRN 5180111. 

4. Patchamatla, P. S. S. (2021). Implementing Scalable CI/CD Pipelines for Machine Learning on 

Kubernetes. International Journal of Multidisciplinary and Scientific Emerging Research, 9(03), 10-15662. 

5. Thepa, P. C., & Luc, L. C. (2017). The role of Buddhist temple towards the society. International Journal of 

Multidisciplinary Educational Research, 6(12[3]), 70–77. 

6. Thepa, P. C. A. (2019). Niravana: the world is not born of cause. International Journal of Research, 6(2), 600-606. 

7. Thepa, P. C. (2019). Buddhism in Thailand: Role of Wat toward society in the period of Sukhothai till early 

Ratanakosin 1238–1910 A.D. International Journal of Research and Analytical Reviews, 6(2), 876–887. 

8. Acharshubho, T. P., Sairarod, S., & Thich Nguyen, T. (2019). Early Buddhism and Buddhist archaeological sites in 

Andhra South India. Research Review International Journal of Multidisciplinary, 4(12), 107–111. 

9. Phanthanaphruet, N., Dhammateero, V. P. J., & Phramaha Chakrapol, T. (2019). The role of Buddhist monastery 

toward Thai society in an inscription of the great King Ramkhamhaeng. The Journal of Sirindhornparithat, 21(2), 409–

422. 

10. Bhujell, K., Khemraj, S., Chi, H. K., Lin, W. T., Wu, W., & Thepa, P. C. A. (2020). Trust in the sharing economy: 

An improvement in terms of customer intention. Indian Journal of Economics and Business, 20(1), 713–730. 

11. Khemraj, S., Thepa, P. C. A., & Chi, H. (2021). Phenomenology in education research: Leadership ideological. 

Webology, 18(5). 

12. Sharma, K., Acharashubho, T. P. C., Hsinkuang, C., ... (2021). Prediction of world happiness scenario effective in 

the period of COVID-19 pandemic, by artificial neuron network (ANN), support vector machine (SVM), and 

regression tree (RT). Natural Volatiles & Essential Oils, 8(4), 13944–13959. 

13. Thepa, P. C. (2021). Indispensability perspective of enlightenment factors. Journal of Dhamma for Life, 27(4), 26–

36. 

14. Acharashubho, T. P. C. (n.d.). The transmission of Indian Buddhist cultures and arts towards Funan periods on 1st–

6th century: The evidence in Vietnam. International Journal of Development Administration Research, 4(1), 7–16. 

15. Vadisetty, R., Polamarasetti, A., Guntupalli, R., Rongali, S. K., Raghunath, V., Jyothi, V. K., & Kudithipudi, K. 

(2021). Legal and Ethical Considerations for Hosting GenAI on the Cloud. International Journal of AI, BigData, 

Computational and Management Studies, 2(2), 28-34. 

16. Vadisetty, R., Polamarasetti, A., Guntupalli, R., Raghunath, V., Jyothi, V. K., & Kudithipudi, K. (2021). Privacy-

Preserving Gen AI in Multi-Tenant Cloud Environments. Sateesh kumar and Raghunath, Vedaprada and Jyothi, Vinaya 

Kumar and Kudithipudi, Karthik, Privacy-Preserving Gen AI in Multi-Tenant Cloud Environments (January 20, 2021). 

17. Vadisetty, R., Polamarasetti, A., Guntupalli, R., Rongali, S. K., Raghunath, V., Jyothi, V. K., & Kudithipudi, K. 

(2020). Generative AI for Cloud Infrastructure Automation. International Journal of Artificial Intelligence, Data 

Science, and Machine Learning, 1(3), 15-20. 

18. Sowjanya, A., Swaroop, K. S., Kumar, S., & Jain, A. (2021, December). Neural Network-based Soil Detection and 

Classification. In 2021 10th International Conference on System Modeling & Advancement in Research Trends 

(SMART) (pp. 150-154). IEEE. 

19. Harshitha, A. G., Kumar, S., & Jain, A. (2021, December). A Review on Organic Cotton: Various Challenges, 

Issues and Application for Smart Agriculture. In 2021 10th International Conference on System Modeling & 

Advancement in Research Trends (SMART) (pp. 143-149). IEEE. 

20. Jain, V., Saxena, A. K., Senthil, A., Jain, A., & Jain, A. (2021, December). Cyber-bullying detection in social media 

platform using machine learning. In 2021 10th International Conference on System Modeling & Advancement in 

Research Trends (SMART) (pp. 401-405). IEEE. 

21. Gandhi Vaibhav, C., & Pandya, N. Feature Level Text Categorization For Opinion Mining. International Journal of 

Engineering Research & Technology (IJERT) Vol, 2, 2278-0181. 



 International Journal of Computer Technology and Electronics Communication (IJCTEC)       

                          | ISSN: 2320-0081 | www.ijctece.com | A Peer-Reviewed, Refereed and Bimonthly Journal| 

     || Volume 4, Issue 6, November – December 2021 || 

   DOI: 10.15680/IJCTECE.2021.0406004 

IJCTEC© 2021                                                           |     An ISO 9001:2008 Certified Journal   |                                                4223 

  

 

     

22. Gandhi Vaibhav, C., & Pandya, N. Feature Level Text Categorization For Opinion Mining. International Journal of 

Engineering Research & Technology (IJERT) Vol, 2, 2278-0181. 

23. Gandhi, V. C. (2012). Review on Comparison between Text Classification Algorithms/Vaibhav C. Gandhi, Jignesh 

A. Prajapati. International Journal of Emerging Trends & Technology in Computer Science (IJETTCS), 1(3). 

24. Desai, H. M., & Gandhi, V. (2014). A survey: background subtraction techniques. International Journal of Scientific 

& Engineering Research, 5(12), 1365. 

25. Maisuriya, C. S., & Gandhi, V. (2015). An Integrated Approach to Forecast the Future Requests of User by Weblog 

Mining. International Journal of Computer Applications, 121(5). 

26. Maisuriya, C. S., & Gandhi, V. (2015). An Integrated Approach to Forecast the Future Requests of User by Weblog 

Mining. International Journal of Computer Applications, 121(5). 

27. esai, H. M., Gandhi, V., & Desai, M. (2015). Real-time Moving Object Detection using SURF. IOSR Journal of 

Computer Engineering (IOSR-JCE), 2278-0661. 

28. Gandhi Vaibhav, C., & Pandya, N. Feature Level Text Categorization For Opinion Mining. International Journal of 

Engineering Research & Technology (IJERT) Vol, 2, 2278-0181. 

29. Singh, A. K., Gandhi, V. C., Subramanyam, M. M., Kumar, S., Aggarwal, S., & Tiwari, S. (2021, April). A 

Vigorous Chaotic Function Based Image Authentication Structure. In Journal of Physics: Conference Series (Vol. 1854, 

No. 1, p. 012039). IOP Publishing. 

30. Jain, A., Sharma, P. C., Vishwakarma, S. K., Gupta, N. K., & Gandhi, V. C. (2021). Metaheuristic Techniques for 

Automated Cryptanalysis of Classical Transposition Cipher: A Review. Smart Systems: Innovations in Computing: 

Proceedings of SSIC 2021, 467-478. 

31. Gandhi, V. C., & Gandhi, P. P. (2022, April). A survey-insights of ML and DL in health domain. In 2022 

International Conference on Sustainable Computing and Data Communication Systems (ICSCDS) (pp. 239-246). IEEE. 

32. Dhinakaran, M., Priya, P. K., Alanya-Beltran, J., Gandhi, V., Jaiswal, S., & Singh, D. P. (2022, December). An 

Innovative Internet of Things (IoT) Computing-Based Health Monitoring System with the Aid of Machine Learning 

Approach. In 2022 5th International Conference on Contemporary Computing and Informatics (IC3I) (pp. 292-297). 

IEEE. 

33. Dhinakaran, M., Priya, P. K., Alanya-Beltran, J., Gandhi, V., Jaiswal, S., & Singh, D. P. (2022, December). An 

Innovative Internet of Things (IoT) Computing-Based Health Monitoring System with the Aid of Machine Learning 

Approach. In 2022 5th International Conference on Contemporary Computing and Informatics (IC3I) (pp. 292-297). 

IEEE. 

34. Sharma, S., Sanyal, S. K., Sushmita, K., Chauhan, M., Sharma, A., Anirudhan, G., ... & Kateriya, S. (2021). 

Modulation of phototropin signalosome with artificial illumination holds great potential in the development of climate-

smart crops. Current Genomics, 22(3), 181-213. 

35. Agrawal, N., Jain, A., & Agarwal, A. (2019). Simulation of network on chip for 3D router 

architecture. International Journal of Recent Technology and Engineering, 8(1C2), 58-62. 

36. Jain, A., AlokGahlot, A. K., & RakeshDwivedi, S. K. S. (2017). Design and FPGA Performance Analysis of 2D 

and 3D Router in Mesh NoC. Int. J. Control Theory Appl. IJCTA ISSN, 0974-5572. 

37. Arulkumaran, R., Mahimkar, S., Shekhar, S., Jain, A., & Jain, A. (2021). Analyzing information asymmetry in 

financial markets using machine learning. International Journal of Progressive Research in Engineering Management 

and Science, 1(2), 53-67. 

38. Subramanian, G., Mohan, P., Goel, O., Arulkumaran, R., Jain, A., & Kumar, L. (2020). Implementing Data Quality 

and Metadata Management for Large Enterprises. International Journal of Research and Analytical Reviews 

(IJRAR), 7(3), 775. 

39. Kumar, S., Prasad, K. M. V. V., Srilekha, A., Suman, T., Rao, B. P., & Krishna, J. N. V. (2020, October). Leaf 

disease detection and classification based on machine learning. In 2020 International Conference on Smart 

Technologies in Computing, Electrical and Electronics (ICSTCEE) (pp. 361-365). IEEE. 

40. Karthik, S., Kumar, S., Prasad, K. M., Mysurareddy, K., & Seshu, B. D. (2020, November). Automated home-based 

physiotherapy. In 2020 International Conference on Decision Aid Sciences and Application (DASA) (pp. 854-859). 

IEEE. 

41. Rani, S., Lakhwani, K., & Kumar, S. (2020, December). Three dimensional wireframe model of medical and 

complex images using cellular logic array processing techniques. In International conference on soft computing and 

pattern recognition (pp. 196-207). Cham: Springer International Publishing. 

42. Raja, R., Kumar, S., Rani, S., & Laxmi, K. R. (2020). Lung segmentation and nodule detection in 3D medical 

images using convolution neural network. In Artificial Intelligence and Machine Learning in 2D/3D Medical Image 

Processing (pp. 179-188). CRC Press. 

43. Kantipudi, M. P., Kumar, S., & Kumar Jha, A. (2021). Scene text recognition based on bidirectional LSTM and 

deep neural network. Computational Intelligence and Neuroscience, 2021(1), 2676780. 



 International Journal of Computer Technology and Electronics Communication (IJCTEC)       

                          | ISSN: 2320-0081 | www.ijctece.com | A Peer-Reviewed, Refereed and Bimonthly Journal| 

     || Volume 4, Issue 6, November – December 2021 || 

   DOI: 10.15680/IJCTECE.2021.0406004 

IJCTEC© 2021                                                           |     An ISO 9001:2008 Certified Journal   |                                                4224 

  

 

     

44. Rani, S., Gowroju, S., & Kumar, S. (2021, December). IRIS based recognition and spoofing attacks: A review. 

In 2021 10th International Conference on System Modeling & Advancement in Research Trends (SMART) (pp. 2-6). 

IEEE. 

45. Kumar, S., Rajan, E. G., & Rani, S. (2021). Enhancement of satellite and underwater image utilizing luminance 

model by color correction method. Cognitive Behavior and Human Computer Interaction Based on Machine Learning 

Algorithm, 361-379. 

46. Rani, S., Ghai, D., & Kumar, S. (2021). Construction and reconstruction of 3D facial and wireframe model using 

syntactic pattern recognition. Cognitive Behavior and Human Computer Interaction Based on Machine Learning 

Algorithm, 137-156. 

47. Rani, S., Ghai, D., & Kumar, S. (2021). Construction and reconstruction of 3D facial and wireframe model using 

syntactic pattern recognition. Cognitive Behavior and Human Computer Interaction Based on Machine Learning 

Algorithm, 137-156. 

48. Kumar, S., Raja, R., Tiwari, S., & Rani, S. (Eds.). (2021). Cognitive behavior and human computer interaction 

based on machine learning algorithms. John Wiley & Sons. 

49. Shitharth, S., Prasad, K. M., Sangeetha, K., Kshirsagar, P. R., Babu, T. S., & Alhelou, H. H. (2021). An enriched 

RPCO-BCNN mechanisms for attack detection and classification in SCADA systems. IEEE Access, 9, 156297-

156312. 

50. Kantipudi, M. P., Rani, S., & Kumar, S. (2021, November). IoT based solar monitoring system for smart city: an 

investigational study. In 4th Smart Cities Symposium (SCS 2021) (Vol. 2021, pp. 25-30). IET. 

51. Sravya, K., Himaja, M., Prapti, K., & Prasad, K. M. (2020, September). Renewable energy sources for smart city 

applications: A review. In IET Conference Proceedings CP777 (Vol. 2020, No. 6, pp. 684-688). Stevenage, UK: The 

Institution of Engineering and Technology. 

52. Raj, B. P., Durga Prasad, M. S. C., & Prasad, K. M. (2020, September). Smart transportation system in the context 

of IoT based smart city. In IET Conference Proceedings CP777 (Vol. 2020, No. 6, pp. 326-330). Stevenage, UK: The 

Institution of Engineering and Technology. 

53. Meera, A. J., Kantipudi, M. P., & Aluvalu, R. (2019, December). Intrusion detection system for the IoT: A 

comprehensive review. In International Conference on Soft Computing and Pattern Recognition (pp. 235-243). Cham: 

Springer International Publishing. 

54. Garlapati Nagababu, H. J., Patel, R., Joshi, P., Kantipudi, M. P., & Kachhwaha, S. S. (2019, May). Estimation of 

uncertainty in offshore wind energy production using Monte-Carlo approach. In ICTEA: International Conference on 

Thermal Engineering (Vol. 1, No. 1). 


