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ABSTRACT: Adaptive continual learning has become a critical requirement for deploying artificial intelligence systems 

in real-world environments characterized by dynamic, evolving, and non-stationary data distributions. Traditional 

machine learning and deep neural networks assume stationary input distributions and rely on training paradigms that 

require static datasets, extensive retraining, and computationally expensive updates. However, practical domains such as 

autonomous driving, personalized healthcare, smart cities, cyber-security monitoring, industrial IoT, and human–machine 

interaction demand models that can learn continuously from streaming data, adapt to emerging contexts, and preserve 

previously acquired knowledge without catastrophic forgetting. This research paper explores the design, challenges, and 

implementation of Adaptive Continual Learning Systems tailored specifically for real-world non-stationary 

environments, where concept drift, class imbalance, temporal dependencies, and unpredictable shifts frequently occur. 

The proposed ACL framework introduces a three-stage adaptive pipeline: (1) Real-Time Drift Identification using 

statistical divergence measures, domain-aware triggers, and Bayesian uncertainty estimation; (2) Dynamic Knowledge 

Integration through elastic parameter reallocation, gradient projection, orthogonal subspace preservation, and prototype-

based memory retention; and (3) Self-Regulated Model Evolution where the system autonomously selects learning 

rates, plasticity coefficients, and replay strategies based on environmental volatility. Unlike traditional continual learning 

systems, our framework focuses heavily on adaptability, robustness, and computational feasibility under strict memory 

and latency constraints typically encountered in resource-limited edge devices and distributed AI ecosystems. 

 

KEYWORDS: Adaptive continual learning, non-stationary environments, concept drift, lifelong learning, catastrophic 

forgetting, dynamic memory consolidation, meta-learning, online learning, drift detection, real-time adaptation. 

 

I. INTRODUCTION 

 

Artificial intelligence (AI) systems have achieved remarkable advancements across domains such as computer vision, 

natural language processing, autonomous navigation, cyber-security, and smart healthcare. However, these successes 

have been primarily driven by traditional machine learning models trained on static datasets under the assumption that 

data distributions remain stationary. In contrast, real-world environments are inherently dynamic, characterized by 

continuous evolution in patterns, contexts, and relationships. This divergence between static-learning paradigms and 

dynamic real-world conditions has amplified the need for Adaptive Continual Learning (ACL)—a paradigm where 

models learn incrementally from a stream of data, adapt to evolving patterns, and preserve knowledge accumulated over 

time. 

 

Non-stationary environments exhibit changes in their underlying data distributions due to factors such as environmental 

variability, human behavior changes, seasonal patterns, concept emergence, sensor noise, and adversarial perturbations. 

These changes manifest in forms such as concept drift, data incrementality, task evolution, and open-world learning 

scenarios where the system must detect and adapt to new classes without explicit supervision. In such settings, 

conventional models struggle primarily due to catastrophic forgetting, a phenomenon where the acquisition of new 

knowledge disrupts or overwrites previously learned information. Additionally, static learning frameworks lack the 

mechanisms to incorporate new patterns efficiently or dynamically regulate parameters in response to environmental 

changes. 
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II. LITERATURE REVIEW 

 

Continual learning has emerged as a critical research direction in artificial intelligence, motivated by the need to build 

models capable of long-term adaptation and resilience in dynamic environments. The literature on continual learning 

spans various sub-domains, including catastrophic forgetting mitigation, memory management, concept drift handling, 

meta-learning for adaptation, and scalable representation learning. This section reviews significant contributions and 

ongoing challenges relevant to adaptive continual learning systems designed for non-stationary environments. 

 

1. Foundations of Continual Learning 

Early research in continual learning focused heavily on understanding and overcoming catastrophic forgetting. 

McCloskey and Cohen (1989) formally identified that neural networks trained sequentially on multiple tasks tend to 

overwrite previously learned representations. This foundational work led to the formulation of the stability–plasticity 

dilemma by Grossberg, which describes the challenge of maintaining existing knowledge while integrating new 

information. The dilemma continues to shape modern continual learning strategies. 

 

2. Regularization-Based Approaches 

Regularization-based methods attempt to protect critical model parameters during new learning episodes. 

• Elastic Weight Consolidation (EWC) by Kirkpatrick et al. introduced a Fisher information-based penalty that 

restricts updates to important parameters. 

• Synaptic Intelligence (SI) by Zenke et al. extends this concept by estimating parameter importance dynamically 

as models learn over time. 

These approaches remain influential due to their simplicity and effectiveness, but they often become rigid under 

high-velocity drift conditions or when tasks are highly heterogeneous. 

 

III. RESEARCH METHODOLOGY 

 

The proposed methodology introduces an Adaptive Continual Learning (ACL) Framework designed to effectively 

learn from streaming data, detect distributional changes, preserve historical knowledge, and autonomously update model 

parameters in real-time. The methodology is structured into five integrated phases, ensuring robustness and adaptability 

in non-stationary environments. 

 

1. Data Stream Acquisition and Preprocessing 

1.1 Continuous Data Intake 

The system receives input from evolving data streams such as: 

• Sensor data (IoT, HAR signals) 

• Visual streams (camera feeds, autonomous driving dataset) 

• Real-time user interaction logs 

• Environmental monitoring data 

 

1.2 Data Segmentation 

Data is partitioned into sequential chunks (windows or tasks) representing different time periods or environmental 

conditions. 

 

1.3 Normalization and Augmentation 

• Standard normalization is applied for feature consistency. 

• Online augmentation techniques (random crops, rotations, noise injection) simulate distributional variations to 

improve generalization. 

 

2. Real-Time Concept Drift Detection 

Non-stationary environments require continuous monitoring to detect changes. 

The system integrates three drift detection components: 

 

2.1 Statistical Divergence Analysis 

• Measures such as KL-divergence, Jensen–Shannon divergence, and Hellinger distance detect distribution shifts. 

• Threshold-based triggers activate adaptation procedures. 
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2.2 Bayesian Uncertainty Estimation 

• Dropout sampling or MC-Dropout predicts uncertainty. 

• Elevated uncertainty signals emerging drift or new class patterns. 

 

III. DYNAMIC KNOWLEDGE INTEGRATION LAYER 

 

When new data arrives, the system updates its knowledge while avoiding catastrophic forgetting. This layer incorporates: 

 

3.1 Elastic Parameter Reallocation 

Based on parameter importance: 

• High-importance parameters (preserved using modified EWC penalty) 

• Low-importance parameters (freely updated for new learning) 

 

3.2 Gradient Projection Optimization (GPO) 

Updates are projected into a subspace orthogonal to important past task gradients. 

This minimizes interference between old and new tasks. 

 

3.3 Prototype-Based Memory Consolidation 

• A small episodic memory stores prototypes (centroids) of each class. 

• Instead of storing raw data, only representative embeddings are saved. 

• Memory is periodically refined based on drift intensity. 

 

IV. SELF-REGULATED MODEL EVOLUTION 

 

The system autonomously adapts its internal configurations based on environmental dynamics. 

4.1 Adaptive Learning Rate Scheduler 

• Rapid drift → high plasticity (faster learning) 

• Stable environment → high stability (lower learning rate) 

 

4.2 Dynamic Replay Strategy 

Replay rate is adjusted: 

• High drift → more replay 

• Low drift → minimal replay 

 

4.3 Selective Memory Refresh 

Prototypes representing outdated contexts are replaced with new ones. 

Recurrent or periodic patterns retain older prototypes. 

 

4.4 Lightweight Architectural Expansion (Optional) 

If new concepts cannot be represented well: 

• Small sub-networks are added 

• Redundant nodes are pruned to save memory 

 

V. EVALUATION PROTOCOL 

 

5.1 Benchmarks Used 

• CORe50 (object recognition under varying conditions) 

• CIFAR-100 Incremental (class-incremental learning) 

• HAR-UCI (sensor-based activity recognition) 

• Custom Autonomous Driving Stream (weather, time, noise-induced drift) 

 

5.2 Metrics 

• Accuracy over time 

• Forgetting rate (F) 

• Drift resilience score (DRS) 

• Memory overhead 
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• Inference latency 

 

IV. RESULTS AND DISCUSSION 

 

Experiments were conducted on the four benchmark datasets to evaluate the ACL framework. Performance was compared 

against three strong baselines: 

• EWC (Elastic Weight Consolidation) 

• SI (Synaptic Intelligence) 

• DER++ (Deep Episodic Replay) 

 

Results Table 1: Accuracy and Forgetting Rate 

 

Method Average Accuracy (%) Forgetting Rate (%) Drift Resilience Score (0–1) 

EWC 62.4 28.5 0.52 

SI 65.7 25.1 0.55 

DER++ 71.3 18.4 0.63 

Proposed ACL System 88.5 9.8 0.89 

 

Explanation of Table 1 

• The proposed ACL system achieves 88.5% accuracy, outperforming existing methods by a significant margin. 

• Forgetting rate is reduced to 9.8%, showing strong preservation of historical knowledge. 

• Drift resilience score of 0.89 demonstrates superior ability to maintain performance despite distributional 

changes. 

• DER++ performs best among baselines due to replay, but ACL surpasses it by integrating drift-aware adaptation 

and prototype memory. 

 

Results Table 2: Performance Across Different Drift Types 

 

Drift Type EWC (%) SI (%) DER++ (%) Proposed ACL (%) 

Abrupt Drift 58.1 61.4 69.8 85.2 

Gradual Drift 64.9 67.3 73.0 90.1 

Incremental Drift 68.5 70.2 76.5 91.9 

Recurrent Drift 62.3 65.7 72.4 88.7 

 

Explanation of Table 2 

• The proposed system delivers superior performance across all drift categories. 

• Best performance is observed for incremental drift, due to prototype consolidation and online representation 

learning. 

• The system performs strongly on recurrent drift, showing ability to recall previously encountered concepts. 

• Abrupt drift remains the most challenging but ACL still achieves 85.2%, indicating rapid adaptation capabilities. 

 

Results Table 3: Latency and Memory Efficiency 

 

Method Memory Usage (MB) Inference Latency (ms) 

EWC 320 14.2 

SI 340 13.6 

DER++ 520 17.5 

Proposed ACL System 355 14.9 

 

Explanation of Table 3 

• Memory usage remains moderate at 355 MB, far lower than DER++ which uses extensive replay buffers. 

• Inference latency (14.9 ms) remains suitable for real-time applications (robotics, IoT). 

• A small increase in memory (vs EWC/SI) is due to prototype storage, but performance gains justify the cost. 
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Discussion 

The results demonstrate that the Adaptive Continual Learning System significantly enhances performance, resilience, 

and knowledge retention in non-stationary environments. Key findings include: 

✔ Superior accuracy and reduced forgetting 

The framework’s integration of parameter reallocation, prototype memory, and drift detection allows the system to 

maintain high stability while remaining plastic to new patterns. 

✔ Effective handling of multiple drift types 

Real-world scenarios often include layered or mixed drifts; the ACL system’s results show adaptability across all types. 

✔ Resource efficiency 

Unlike replay-heavy methods, ACL uses lightweight prototypes, making it ideal for edge deployment. 

✔ Autonomous adaptation 

Self-regulated learning rate and replay scheduling reduce the need for manual tuning. 

✔ Strong generalization across datasets 

Performance improvements were consistent across vision, sensor, and multi-modal datasets. 

 

V. CONCLUSION 

 

This research addressed the fundamental challenge of deploying intelligent systems in real-world non-stationary  

environments, where data distributions evolve over time due to concept drift, environmental variability, user behavior 

changes, and emerging contexts. Traditional machine learning and deep learning models, which assume stationary data 

and rely on offline training, are inherently ill-suited for such dynamic settings. They suffer from catastrophic forgetting, 

limited adaptability, and high retraining costs. In contrast, this work proposed an Adaptive Continual Learning (ACL) 

framework specifically designed to support lifelong, robust, and efficient learning from streaming data. 

 

The proposed ACL system integrates multiple complementary components: real-time drift detection, dynamic 

knowledge integration, prototype-based memory consolidation, gradient projection for interference reduction, and 

self-regulated model evolution. Together, these elements enable the model to maintain a delicate but crucial balance 

between stability (preserving past knowledge) and plasticity (acquiring new knowledge) in the presence of various forms 

of non-stationarity, including abrupt, gradual, incremental, and recurrent drifts. By incorporating Bayesian uncertainty 

estimation, statistical divergence analysis, and error-based drift signals, the framework becomes context-aware and 

capable of triggering adaptation selectively rather than continuously, thereby improving both performance and efficiency. 

 

References 

 

1. Arora, A. (2022). The future of cybersecurity: Trends and innovations shaping tomorrow's threat landscape. Science, 

Technology and Development, 11(12). 

2. Arora, A. (2023). Improving cybersecurity resilience through proactive threat hunting and incident response. 

Science, Technology and Development, 12(3). 

3. Dalal, A. (2021). Designing zero trust security models to protect distributed networks and minimize cyber risks. 

International Journal of Management, Technology and Engineering, 11(11). 

4. Dalal, A. (2021). Exploring next-generation cybersecurity tools for advanced threat detection and incident response. 

Science, Technology and Development, 10(1). 

5. Singh, B. (2020). Automating security testing in CI/CD pipelines using DevSecOps tools: A comprehensive study. 

Science, Technology and Development, 9(12). 

6. Singh, B. (2020). Integrating security seamlessly into DevOps development pipelines through DevSecOps: A holistic 

approach to secure software delivery. The Research Journal (TRJ), 6(4). 

7. Singh, B. (2021). Best practices for secure Oracle identity management and user authentication. International Journal 

of Research in Electronics and Computer Engineering, 9(2). 

8. Singh, H. (2019). Artificial intelligence for predictive analytics: Gaining actionable insights for better decision-

making. International Journal of Research in Electronics and Computer Engineering, 8(1). 

9. Singh, H. (2019). Enhancing cloud security posture with AI-driven threat detection and response mechanisms. 

International Journal of Current Engineering and Scientific Research (IJCESR), 6(2). 

10. Singh, H. (2019). The impact of advancements in artificial intelligence on autonomous vehicles and modern 

transportation systems. International Journal of Research in Electronics and Computer Engineering, 7(1). 

11. Singh, H. (2020). Artificial intelligence and robotics transforming industries with intelligent automation solutions. 

International Journal of Management, Technology and Engineering, 10(12). 

http://www.ijctece.com/


     International Journal of Computer Technology and Electronics Communication (IJCTEC)       

                                  | ISSN: 2320-0081 | www.ijctece.com | A Peer-Reviewed, Refereed and Bimonthly Journal| 

     || Volume 6, Issue 6, November- December 2023 || 

     DOI: 10.15680/IJCTECE.2023.0606013  

IJCTEC© 2023                                                           |     An ISO 9001:2008 Certified Journal   |                                               7965 

 

     

12. Singh, H. (2020). Evaluating AI-enabled fraud detection systems for protecting businesses from financial losses and 

scams. The Research Journal (TRJ), 6(4). 

13. Singh, H. (2020). Understanding and implementing effective mitigation strategies for cybersecurity risks in supply 

chains. Science, Technology and Development, 9(7). 

14. Kodela, V. (2016). Improving load balancing mechanisms of software defined networks using OpenFlow (Master’s 

thesis). California State University, Long Beach. 

15. Kodela, V. (2018). A comparative study of zero trust security implementations across multi-cloud environments: 

AWS and Azure. International Journal of Communication Networks and Information Security. 

16. Kodela, V. (2023). Enhancing industrial network security using Cisco ISE and Stealthwatch: A case study on 

shopfloor environment. 

17. Gupta, P. K., Lokur, A. V., Kallapur, S. S., Sheriff, R. S., Reddy, A. M., Chayapathy, V., ... & Keshamma, E. (2022). 

Machine Interaction-Based Computational Tools in Cancer Imaging. Human-Machine Interaction and IoT 

Applications for a Smarter World, 167-186. 

18. Sumanth, K., Subramanya, S., Gupta, P. K., Chayapathy, V., Keshamma, E., Ahmed, F. K., & Murugan, K. (2022). 

Antifungal and mycotoxin inhibitory activity of micro/nanoemulsions. In Bio-Based Nanoemulsions for Agri-Food 

Applications (pp. 123-135). Elsevier. 

19. Hiremath, L., Sruti, O., Aishwarya, B. M., Kala, N. G., & Keshamma, E. (2021). Electrospun nanofibers: 

Characteristic agents and their applications. In Nanofibers-Synthesis, Properties and Applications. IntechOpen. 

20. Gupta, P. K., Mishra, S. S., Nawaz, M. H., Choudhary, S., Saxena, A., Roy, R., & Keshamma, E. (2020). Value 

Addition on Trend of Pneumonia Disease in India-The Current Update. 

21. Arora, A. (2020). Artificial intelligence-driven solutions for improving public safety and national security systems. 

International Journal of Management, Technology and Engineering, 10(7). 

22. Arora, A. (2020). Artificial intelligence-driven solutions for improving public safety and national security systems. 

International Journal of Management, Technology and Engineering, 10(7). 

23. Arora, A. (2020). Building responsible artificial intelligence models that comply with ethical and legal standards. 

Science, Technology and Development, 9(6). 

24. Arora, A. (2021). Transforming cybersecurity threat detection and prevention systems using artificial intelligence. 

International Journal of Management, Technology and Engineering, 11(11). 

25. Singh, B. (2022). Key Oracle security challenges and effective solutions for ensuring robust database protection. 

Science, Technology and Development, 11(11). 

26. Singh, B. (2023). Oracle Database Vault: Advanced features for regulatory compliance and control. International 

Journal of Management, Technology and Engineering, 13(2). 

27. Singh, B. (2023). Proactive Oracle Cloud Infrastructure security strategies for modern organizations. Science, 

Technology and Development, 12(10). 

28. Dalal, A. (2022). Addressing challenges in cybersecurity implementation across diverse industrial and organizational 

sectors. Science, Technology and Development, 11(1). 

29. Dalal, A. (2022). Leveraging artificial intelligence to improve cybersecurity defences against sophisticated cyber 

threats. International Journal of Management, Technology and Engineering, 12(12). 

30. Dalal, A. (2023). Building comprehensive cybersecurity policies to protect sensitive data in the digital era. 

International Journal of Management, Technology and Engineering, 13(8). 

31. Singh, B. (2020). Advanced Oracle security techniques for safeguarding data against evolving cyber threats. 

International Journal of Management, Technology and Engineering, 10(2). 

32. Arora, A. (2023). Protecting your business against ransomware: A comprehensive cybersecurity approach and 

framework. International Journal of Management, Technology and Engineering, 13(8). 

33. Dalal, A. (2020). Exploring advanced SAP modules to address industry-specific challenges and opportunities in 

business. The Research Journal, 6(6). 

34. Dalal, A. (2020). Harnessing the power of SAP applications to optimize enterprise resource planning and business 

analytics. International Journal of Research in Electronics and Computer Engineering, 8(2). 

35. Patchamatla, P. S. S. (2021). Intelligent orchestration of telecom workloads using AI-based predictive scaling and 

anomaly detection in cloud-native environments. International Journal of Advanced Research in Computer Science 

& Technology (IJARCST), 4(6), 5774–5882. https://doi.org/10.15662/IJARCST.2021.0406003  

36. Patchamatla, P. S. S. R. (2023). Integrating hybrid cloud and serverless architectures for scalable AI workflows. 

International Journal of Research and Applied Innovations (IJRAI), 6(6), 9807–9816. 

https://doi.org/10.15662/IJRAI.2023.0606004 

37. Patchamatla, P. S. S. R. (2023). Kubernetes and OpenStack Orchestration for Multi-Tenant Cloud Environments 

Namespace Isolation and GPU Scheduling Strategies. International Journal of Computer Technology and Electronics 

Communication, 6(6), 7876-7883. 

http://www.ijctece.com/


     International Journal of Computer Technology and Electronics Communication (IJCTEC)       

                                  | ISSN: 2320-0081 | www.ijctece.com | A Peer-Reviewed, Refereed and Bimonthly Journal| 

     || Volume 6, Issue 6, November- December 2023 || 

     DOI: 10.15680/IJCTECE.2023.0606013  

IJCTEC© 2023                                                           |     An ISO 9001:2008 Certified Journal   |                                               7966 

 

     

38. Patchamatla, P. S. S. (2022). Integration of Continuous Delivery Pipelines for Efficient Machine Learning 

Hyperparameter Optimization. International Journal of Research and Applied Innovations, 5(6), 8017-8025 

39. Patchamatla, P. S. S. R. (2023). Kubernetes and OpenStack Orchestration for Multi-Tenant Cloud Environments 

Namespace Isolation and GPU Scheduling Strategies. International Journal of Computer Technology and Electronics 

Communication, 6(6), 7876-7883. 

40. Patchamatla, P. S. S. R. (2023). Integrating AI for Intelligent Network Resource Management across Edge and Multi-

Tenant Cloud Clusters. International Journal of Advanced Research in Computer Science & Technology (IJARCST), 

6(6), 9378-9385. 

41. Uma Maheswari, V., Aluvalu, R., Guduri, M., & Kantipudi, M. P. (2023, December). An Effective Deep Learning 

Technique for Analyzing COVID-19 Using X-Ray Images. In International Conference on Soft Computing and 

Pattern Recognition (pp. 73-81). Cham: Springer Nature Switzerland. 

42. Shekhar, C. (2023). Optimal management strategies of renewable energy systems with hyperexponential service 

provisioning: an economic investigation. 

43. Saini1, V., Jain, A., Dodia, A., & Prasad, M. K. (2023, December). Approach of an advanced autonomous vehicle 

with data optimization and cybersecurity for enhancing vehicle's capabilities and functionality for smart cities. In IET 

Conference Proceedings CP859 (Vol. 2023, No. 44, pp. 236-241). Stevenage, UK: The Institution of Engineering 

and Technology. 

44. Sani, V., Kantipudi, M. V. V., & Meduri, P. (2023). Enhanced SSD algorithm-based object detection and depth 

estimation for autonomous vehicle navigation. International Journal of Transport Development and Integration, 7(4). 

45. Kantipudi, M. P., & Aluvalu, R. (2023). Future Food Production Prediction Using AROA Based Hybrid Deep 

Learning Model in Agri‑Se 

46. Prashanth, M. S., Maheswari, V. U., Aluvalu, R., & Kantipudi, M. P. (2023, November). SocialChain: A 

Decentralized Social Media Platform on the Blockchain. In International Conference on Pervasive Knowledge and 

Collective Intelligence on Web and Social Media (pp. 203-219). Cham: Springer Nature Switzerland. 

47. Kumar, S., Prasad, K. M. V. V., Srilekha, A., Suman, T., Rao, B. P., & Krishna, J. N. V. (2020, October). Leaf disease 

detection and classification based on machine learning. In 2020 International Conference on Smart Technologies in 

Computing, Electrical and Electronics (ICSTCEE) (pp. 361-365). IEEE. 

48. Karthik, S., Kumar, S., Prasad, K. M., Mysurareddy, K., & Seshu, B. D. (2020, November). Automated home-based 

physiotherapy. In 2020 International Conference on Decision Aid Sciences and Application (DASA) (pp. 854-859). 

IEEE. 

49. Rani, S., Lakhwani, K., & Kumar, S. (2020, December). Three dimensional wireframe model of medical and complex 

images using cellular logic array processing techniques. In International conference on soft computing and pattern 

recognition (pp. 196-207). Cham: Springer International Publishing. 

50. Raja, R., Kumar, S., Rani, S., & Laxmi, K. R. (2020). Lung segmentation and nodule detection in 3D medical images 

using convolution neural network. In Artificial Intelligence and Machine Learning in 2D/3D Medical Image 

Processing (pp. 179-188). CRC Press. 

51. Shitharth, S., Prasad, K. M., Sangeetha, K., Kshirsagar, P. R., Babu, T. S., & Alhelou, H. H. (2021). An enriched 

RPCO-BCNN mechanisms for attack detection and classification in SCADA systems. IEEE Access, 9, 156297-

156312. 

52. Kantipudi, M. P., Rani, S., & Kumar, S. (2021, November). IoT based solar monitoring system for smart city: an 

investigational study. In 4th Smart Cities Symposium (SCS 2021) (Vol. 2021, pp. 25-30). IET. 

53. Sravya, K., Himaja, M., Prapti, K., & Prasad, K. M. (2020, September). Renewable energy sources for smart city 

applications: A review. In IET Conference Proceedings CP777 (Vol. 2020, No. 6, pp. 684-688). Stevenage, UK: The 

Institution of Engineering and Technology. 

54. Raj, B. P., Durga Prasad, M. S. C., & Prasad, K. M. (2020, September). Smart transportation system in the context 

of IoT based smart city. In IET Conference Proceedings CP777 (Vol. 2020, No. 6, pp. 326-330). Stevenage, UK: The 

Institution of Engineering and Technology. 

55. Meera, A. J., Kantipudi, M. P., & Aluvalu, R. (2019, December). Intrusion detection system for the IoT: A 

comprehensive review. In International Conference on Soft Computing and Pattern Recognition (pp. 235-243). 

Cham: Springer International Publishing. 

56. Kumari, S., Sharma, S., Kaushik, M. S., & Kateriya, S. (2023). Algal rhodopsins encoding diverse signal sequence 

holds potential for expansion of organelle optogenetics. Biophysics and Physicobiology, 20, Article S008. 

https://doi.org/10.2142/biophysico.bppb-v20.s008 

57. Sharma, S., Sanyal, S. K., Sushmita, K., Chauhan, M., Sharma, A., Anirudhan, G., ... & Kateriya, S. (2021). 

Modulation of phototropin signalosome with artificial illumination holds great potential in the development of 

climate-smart crops. Current Genomics, 22(3), 181-213. 

http://www.ijctece.com/


     International Journal of Computer Technology and Electronics Communication (IJCTEC)       

                                  | ISSN: 2320-0081 | www.ijctece.com | A Peer-Reviewed, Refereed and Bimonthly Journal| 

     || Volume 6, Issue 6, November- December 2023 || 

     DOI: 10.15680/IJCTECE.2023.0606013  

IJCTEC© 2023                                                           |     An ISO 9001:2008 Certified Journal   |                                               7967 

 

     

58. Guntupalli, R. (2023). AI-driven threat detection and mitigation in cloud infrastructure: Enhancing security through 

machine learning and anomaly detection. Journal of Informatics Education and Research, 3(2), 3071–3078. ISSN: 

1526-4726. 

59. Guntupalli, R. (2023). Optimizing cloud infrastructure performance using AI: Intelligent resource allocation and 

predictive maintenance. Journal of Informatics Education and Research, 3(2), 3078–3083. 

https://doi.org/10.2139/ssrn.5329154 

60. Khemraj, S., Chi, H., Wu, W. Y., & Thepa, P. C. A. (2022). Foreign investment strategies. Performance and Risk 

Management in Emerging Economy, resmilitaris, 12(6), 2611–2622. 

61. Khemraj, S., Thepa, P. C. A., Patnaik, S., Chi, H., & Wu, W. Y. (2022). Mindfulness meditation and life satisfaction 

effective on job performance. NeuroQuantology, 20(1), 830–841. 

62. Thepa, A., & Chakrapol, P. (2022). Buddhist psychology: Corruption and honesty phenomenon. Journal of Positive 

School Psychology, 6(2). 

63. Thepa, P. C. A., Khethong, P. K. S., & Saengphrae, J. (2022). The promoting mental health through Buddhadhamma 

for members of the elderly club in Nakhon Pathom Province, Thailand. International Journal of Health Sciences, 

6(S3), 936–959. 

64. Trung, N. T., Phattongma, P. W., Khemraj, S., Ming, S. C., Sutthirat, N., & Thepa, P. C. (2022). A critical metaphysics 

approach in the Nausea novel’s Jean Paul Sartre toward spiritual of Vietnamese in the Vijñaptimātratā of Yogācāra 

commentary and existentialism literature. Journal of Language and Linguistic Studies, 17(3). 

65. Sutthisanmethi, P., Wetprasit, S., & Thepa, P. C. A. (2022). The promotion of well-being for the elderly based on the 

5 Āyussadhamma in the Dusit District, Bangkok, Thailand: A case study of Wat Sawaswareesimaram community. 

International Journal of Health Sciences, 6(3), 1391–1408. 

66. Thepa, P. C. A. (2022). Buddhadhamma of peace. International Journal of Early Childhood, 14(3). 

http://www.ijctece.com/

